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Assumptions

• The mappings of a 
bunch of tensors 
might be shared or 
highly correlated.

• Leverage the 
correlated information 
might be helpful for 
convergence



Assumptions

• Train DNN models 
with auxiliary samples

• With pre-trained 
models, infer the 
initialization to fast and 
accurate tensor 
decomposition

Random 
Initialization

Inferred 
Initialization



Gradient Descent

• Tensor completion:

• Tensor denoising: 

• Tensor decomposition:

• Objective function:

• Gradient descent:

• Convergence:



Core Tensor Network

• 𝑓(𝜃 𝑘 , 𝒯): (main core 
tensor) The function 
representation for the 
network to learn the k-th
core tensor with network 
parameter θ

• Learn the function with 
multi-layer perceptron 

• Combine bias core tensor:



Gradient Descent for Core Tensor Networks

• Initialize the core 
tensors with random 
projections of the 
input tensors

• Main core tensors 
share the same 
model parameter for 
all the input tensors



Core Tensor Network with Meta-Learning

ℬ(1) ℬ(2)

ℬ(3)

• Pre-train the main core tensors 
and finetune the model to the 
test set



Experiments

• CTN converges much faster than 
GD

• Higher 𝛾costs more time to train, 
𝛾 = 20 performs best



Experiments



Future Works

• Replace MLP with CNN, which can go deeper and preserve local 
structures of the input tensors.

• Analyze the patterns of the core tensors.

• Theoretical analyses of the core tensor network.

• Thanks for listening! E-mail: jianfu.zhang@riken.jp 


