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Motivations

• Tensor decompositions have become a powerful tool for big data 

analytics and machine learning.

• Time and space complexities of tensor decomposition algorithms 

grow rapidly with the size of tensors.

• Exploiting parallelisms of tensor algorithms and accelerating them 

on many-core GPUs are promising.
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Contributions

We implement key tensor 
operations, including tensor 
matricization and matricized
tensor times Khatri-Rao 
product (MTTKRP).

We implement and optimize 
whole CP tensor decomposition 
on GPUs.

We perform numerical 
experiments to evaluate the 
performance of MTTKRP 
and CP tensor decomposition.
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Parallel CP Decomposition on the GPU

The CP tensor decomposition factorizes a tensor into 
the sum of rank-one tensor components.

Lines 3-7 are the iterative process and the algorithm 
updates the factor matrices (lines 4-6) alternatively. 

Alternating least square
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Design and Implementation

• Tensor matricization results in a fat matrix
and the Khatri-Rao product results in a
tall matrix

• Matrix multiplication can be calculated in a 
block manner, we divide the large matrices 
into smaller matrices and batch the block 
matrix multiplications onto tensor cores.
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Experiment Results
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Experiment Results

Our GPU implementation achieves up to 5.56× speedup versus the TensorLab-GPU.


