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Benefits of HT-RNN

• Parameter Sharing. The decomposed parameters in the 

same level can perform parameter sharing via transfer 

tensors.

• Stronger Representation Power. the hierarchical structure 

imposed on the input-to-hidden layers makes RNNs can 

exploit and extract the important representation and pattern 

from high-dimensional data in a much more hierarchical way, 

thereby significantly improving RNN models’ representation 

capability. 

• lower storage and computational costs. HT decomposition 

inherently provides higher complexity reduction on the same-

size tensor data with the same selected rank.



HT Decomposition



Forward Computation in a HT-Layer



Complexity Analysis
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Experiments (End-to-End)

• UCF11 

• Youtube Celebrities 



Experiments (with Pretrained CNN)

• UCF11

• HMDB51



Conclusion

• A new RNN compression approach using Hierarchical Tucker 

(HT) decomposition

• The HT-based RNN models exhibit strong hierarchical 

structure

• The storage and computational costs are lower than SOTAs

• experiments on different datasets show that, our proposed 

HT-LSTM models significantly outperform the state-of-the-art 

compressed RNN models in terms of both compression ratio 

and test accuracy.


