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Tensor data is almost everywhere!



Tensor data is almost everywhere!

But in many applications, 
only a few noisy observations 

are available.

The Observation Model
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How to recover the true tensor
from a few noisy observations?

Tensor Recovery

To recover  𝓛∗, the tubal nuclear norm 
based models were proposed. 

C. Lu et al. Exact low tubal rank tensor recovery from Gaussian measurements. IJCAI 2018.



Tubal nuclear norm (TNN)
TNN is the averaged nuclear norm 

of frontal slices after DFT

also equal to the scaled nuclear norm of 
Fourier block diagonal matrix  

TNN yields sub-optimal performance due to biased approximation of rank(&𝐓)

T. Ji et al. A new surrogate for tensor multirank and applications in image and video completion, IEEE-PIC 2017.



Tensor L1-L2 metric for tensor recovery

[1] Y. Lou et al. Fast l1–l2 minimization via a proximal operator. Journal of 
Scientific Computing 2018.
[2] Q. Yao et al. Fast learning with nonconvex l1-2 regularization. arXiv 2016.

L1-L2 metric

A tighter approximation of L0-norm than L1-norm

Tensor L1-L2 metric

A tighter approximation of rank(&𝐓) than TNN

The proposed estimator

singular values



Bound on estimation error

“How well can we 
estimate the true tensor?”

bound the estimation error

Under a new tensor RIP 
condition, we guarantee 
stable tensor recovery.



The optimization algorithm

“How to solve the proposed model?”

Derive a closed-from solution of the 
proximality operator the metric.

Add auxiliary variables for better 
decoupling, and use ADMM
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[1] Y. Lou et al. Fast l1–l2 minimization via a proximal operator. Journal of Scientific Computing 2018.
[2] Q. Yao et al. Fast learning with nonconvex l1-2 regularization. arXiv 2016.



tensor compressive sensing tensor completion
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The proposed metric has promising performance in tensor recovery.

Experimental results




