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Abstract

We consider high-order learning models, of which the weight tensor is represented
by symmetric tensor network (TN) decomposition. Although such models have
been widely used on various tasks, it is challenging to determine the optimal order
in complex systems (e.g., deep neural networks). To tackle this issue, we introduce
a new notion of fractional tensor network (FrTN) decomposition, which generalizes
the conventional TN models by allowing the order to be an arbitrary fraction. Due
to the density of fractions in the field of real numbers, the order of the model can be
formulated as a learnable parameter and simply optimized by stochastic gradient
descent (SGD) and its variants. We apply the proposed model to enhancing the
classic ResNet-26/50 [13] and MobileNet-v2 [35] on both CIFAR-10 and ILSVRC-
12 classification tasks, and the results demonstrate the effectiveness attributed to
the learnable order parameters in FrTN.

1 Introduction

High-order methods are natural extensions to enhance the expressive power of learning models [2,
19, 41]. Taylor’s theorem states that a smooth function can be well approximated by a polynomial
with a sufficiently high degree [39]. However, there are two drawbacks which severely limit the
application of the vanilla high-order models in practice: (i) The dimension of learnable weights
would exponentially grow with increasing of the model order; (ii) Improper model order would break
the “bias-variance” [21] balance of the model, yielding unsatisfactory generalization performance.

The issue (i) fortunately can be addressed by leveraging tensor network (TN) decomposition [9],
which aims to parameterize the high-order weight tensor by a collection of low-dimensional fac-
tors (a.k.a., core tensors) [5]. Recently, TN-based methods are widely applied to important machine
learning tasks [16, 23, 28, 30, 38] to name a few, among which various TN decomposition models
are exhaustively studied. However, few discussions are focusing on the issue (ii), even though the
performance would be dramatically influenced by the order of the model [16, 18]. Therefore, it is of
importance to develop methods, which can efficiently select or learn the most suitable (optimal) order
parameters in practice.

The issue of order determination. Given the feature vector x ∈ RI , weight tensorW ∈ SP (RI)
and bias b ∈ R, we consider the order-P learning model as

y = Φ (W ×1 x×2 · · · ×P x + b) = Φ
(〈
W,x⊗P

〉
+ b
)
, (1)

where Φ( · ) denotes a non-linear mapping over R. We see that the dimension ofW would exponen-
tially increase when the order P goes larger. The TN models are therefore applied to representing
W by lower-dimensional core tensors. However, how to determine the optimal order P is still
challenging: In Eq. (1), the order P is reflected by sum of exponents of its monomials, which is
multivariate and discrete, such that the optimization on the discrete domain is usually NP-hard [36].
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The popularly-used methods, in the existing works, is to apply exhaustive search on all possible
candidates [16, 18, 30, 42]. However, the computational cost is apparently prohibited in large-scale
applications. Although considerable attention in network architecture search (NAS) reboots the
studies on evolutionary algorithms [8, 25, 27, 33], which might be promising on this issue, it remains
unexplored to determine the order of TN-based methods by NAS.

Polynomial models. In this paper, we borrow the idea of the polynomial models, which names the
essence of the “high-order learning models” in recent works, for instance, the polynomial models
usually appear in polynomial network [4, 19, 26], neural tensor network [37], bi-linear attention [20].
Most of the studies exploit the theoretical simplicity or rich interactions among features brought by
polynomials. However, there are few studies focusing on how to efficiently determine the optimal
order of the polynomial for learning models. In contrast, we extend a class of polynomials into the
fractional domain, such that the optimal order parameters for specific tasks can be efficiently learned
during the training phase.

Main contribution. In this paper, we establish a new notion of fractional tensor network (FrTN)
decomposition by generalizing the order of conventional TN models from integer to fractional domain.
Since fractions are dense in the field of real numbers, the order of model, as a parameter, can be
simply learned by stochastic gradient decent (SGD) and its variants. Based on this, we develop
FrTN-based learning models, which can be used as basic building blocks in neural networks, and
numerically prove the effectiveness in classification tasks.

2 Preliminaries and basic setup

2.1 Tensor network (TN) decomposition

Below, we briefly review several tensor network (TN) models used in the following sections, and point
out the equivalence between super-symmetric tensors and homogeneous polynomials. Throughout
the paper, we define an order-P tensor over the complex vector space CI as a multi-dimensional
array of complex numbers [22] indexed by integer tuples (i1, . . . , iP ) with 1 ≤ ij ≤ I, j ∈ [P ], i.e.

W =W(i1, . . . , iP )1≤i1,...,iP≤I . (2)

Denote by TP (CI) the space containing all order-P tensors over CI . The tensor W is super-
symmetric ifW(i1, . . . , iP ) is invariant under all permutations of (i1, . . . , iP ). Denote by SP (CI)
the linear subspace of all super-symmetric tensors in TP (CI).

For a vector x ∈ CI , the mode-m tensor-vector product with W is denoted by
Y =W ×m x ∈ TP−1(CI). Element-wisely, we have [6]

Y(i1, . . . , im−1, im+1, . . . , iP ) =

I∑
im=1

W(i1, i2, . . . , iP ) · x(im). (3)

The P th tensor power of a vector, denoted by x⊗P ∈ SP (CI), is defined as outer products of
x with itself by P times, i.e., x⊗P = ⊗P

m=1x such that for all 1 ≤ i1, . . . , iP ≤ I it obeys
x⊗P (i1, . . . , iP ) = x(i1) · · ·x(iP ).

Symmetric CP decomposition. GivenW ∈ SP (CI), there always exists {g1, . . . ,gR} ∈ CI such
that

W = (g1)⊗P + · · ·+ (gR)⊗P = [[G, · · · ,G︸ ︷︷ ︸
P copies

]], (4)

where the matrix G = [g1, . . . ,gR] ∈ CI×R denotes the “core-tensor”, and the symbol [[ · · · ]]
denotes the Kruskal product [22]. The smallest R in Eq. (4) is called the symmetric rank [7] ofW ,
and Eq. (4) is called a symmetric CANDECOMP/PARAFAC (SCP) decomposition.

Symmetric tensor ring decomposition. Like the SCP model, we introduce the symmetric tensor
ring (STR) decomposition based on the work [43]. Specifically, for everyW ∈ SP (CI), its STR
decomposition is given by

W(i1, . . . , iP ) = tr (G(:, i1, :) · G(:, i2, :) · · · G(:, iP , :)) , ∀1 ≤ ij ≤ I, j ∈ [P ], (5)
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where tr( · ) denotes the trace operation, and G ∈ CR×I×R denotes the core tensor. Furthermore,
we assume that G has Hermitian slices, i.e., G(:, i, :) = G(:, i, :)H , i ∈ [I]1. We prove the following
proposition to guarantee the existence of STR decomposition for all super-symmetric tensors:

Proposition 1 GivenW ∈ SP (CI) of the symmetric rank R, there always an order-3 tensor G ∈
Cr×I×r, where r ≤ R and G(:, i, :) = G(:, i, :)H , such that Eq. (5) holds.

Proposition 1 implies that for an arbitrary super-symmetric tensor, it can be decomposed by Eq. (5),
of which the “TR-rank” [44] is not larger than its symmetric rank.

Note: Tensor train (TT) [31] is known as a special case of TR when there exist two adjacent core
tensors, which degenerate into matrices. Although the topological structure of TT is non-symmetric,
we introduce the partial symmetric tensor train (pSTT) model induced by the STR model. Specifically,
we modify Eq. (5) as

W?(i1, . . . , iP ) = A(i1, :) · G(:, i2, :) · · · G(:, iP−1, :) ·A(:, iP ), (6)

where W? denotes a partial-symmetric tensor over (i2, . . . , iP−1), i.e., entries of W is invariant
under all permutation of indices except i1 and iP .

Equivalence to degree-P polynomial. The tensorW ∈ SP (CI) defines an degree-P homogeneous
polynomial f(x) ∈ C[x1, . . . , xP ] [29, 32]:

f(x) =
〈
W,x⊗P

〉
=

I∑
i1,...,iP =1

W(i1, . . . , iP )x(i1) · · ·x(iP ), (7)

where x = [x1, . . . , xP ]>, and 〈·, ·〉 denotes the trivial inner product of two tensors. It is easy to see
from Eq. (7) that everyW ∈ SP (CI) may be uniquely associated with a homogeneous polynomial
of degree-P in I variables [3]. In our work, such equivalence allows attacking the problem of TNs as
one of homogeneous polynomials.

3 Fractional tensor network (FrTN) induced learning models

To learn the order P , our main idea is to extend the available range of P , such that gradient-based
optimization methods can be applied. To do so, we introduce the notion of fractional tensor network
(FrTN) decomposition, which allows the order of TN to own fractional components. For each new
model, we will also discuss its application in the learning models.

3.1 Fractional SCP decomposition

We introduce the FrTN decomposition by its polynomial form. Given a tensor W ∈ SP (CI), as
aforementioned, we have its equivalent homogeneous polynomial form as Eq. (7). In this form, the
tensor’s order corresponds to the degree of a polynomial. To construct a specific order parameter in
the model, we decompose Eq. (7) as a sum of P th power of linear forms, i.e.,

f(x) =

R∑
r=1

(gr(1)x(1) + gr(2)x(2) + · · ·+ gr(I)x(I))
P

=

R∑
r=1

〈gr,x〉P . (8)

It is known that such decomposition does always exist, and the coefficients gr ∈ CI , r ∈ [R]
correspond the result of SCP decomposition ofW [3, 15]. We see that the order ofW , originally
defined as the number of indices, is successfully converted into the power function ( · )P in Eq. (8). In
the conventional definition of tensor (network), the order P is constrained in non-negative integers [],
i.e., P ∈ Z≥0, while in this work we extend the available range of P into all possible fractions:

Definition 1 (FrSCP decomposition) Given a fractional number P̄ ∈ Q≥0, an order-P̄ symmetric
CP (SCP) decomposition of dimension I is defined by the fractional form of polynomial (8), of which
P is replaced by P̄ .

1Here we apply the Matlab R© syntax to representing the slicing operation.
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Note that (a) Def. 1 naturally degenerate into the conventional SCP decomposition when assuming P̄
as non-negative integers, where the coefficients gr’s construct the corresponding core tensor of the
decomposition, and (b) we cannot precisely represent the SCP decomposition when P̄ is fractional.

FrSCP-based learning model The corresponding learning model is obtained by representing the
weight tensorW in Eq. (1) using its FrSCP form:

yFrSCP = Φ

(
R∑

r=1

〈gr,x〉P̄ + b

)
. (9)

Compared to Eq. (1), the output of Eq. (9) is calculated by sum of P̄ th power of linear forms. Since
models in learning are generally defined over R, we need to further assume the non-negativity of the
inner product in Eq. (9) to guarantee the existence of gradient. In practice like neural networks, the
assumption can be simply satisfied by applying a rectifier activation [10] before the power function.

3.2 Fractional STR decomposition

Below, we prove that the STR-induced polynomial also has the similar form as the SCP model, i.e.,
the sum of powers. Specifically,

Proposition 2 Assume that tensorsW ∈ SP (CI) and G ∈ CR×I×R obey the STR decomposition
defined as Eq. (5), then the polynomial (7) has the equivalent form:

f(x) =
〈
W,x⊗P

〉
=

R∑
r=1

σr (G ×2 x)
P
, (10)

where σr( · ), r ∈ [R] denotes the rth largest eigenvalue of a matrix.

In contrast to Eq. (8), as shown in Proposition 2, the P th power function is employed on eigenvalues,
which are always real numbers because of the Hermitian structure of core tensor G. Thus, we define
the fractional extension of STR as following:

Definition 2 (FrSTR decomposition) Given a fractional number P̄ ∈ Q≥0, an order-P̄ symmetric
tensor ring (STR) decomposition of dimension I is defined by the fractional form of polynomial (10),
of which P is replaced by P̄ .

FrSTR-based learning model The model is given by representingW by its FrSTR form (10):

yFrSTR = Φ

(
R∑

r=1

σr(G ×2 x)P̄ + b

)
, (11)

following a positive semi-definite assumption on the slices G(:, i, :), i ∈ [I]. Compared to the FrSCP
model, FrSTR has the property of unitary invariance over the tensor G. Specifically,

Proposition 3 Assume G0 ∈ RR×I×R with positive semidefinite slices G(:, i, :), i ∈ [I], then

all tensors G ∈
{
G0 ×1 U×3 V|∀U,V ∈ RR×R, UU> = U>U = VV> = V>V = I

}
do not

change the value of Eq. (11) for all possible x ∈ RI and P ∈ Q≥0.

As shown in Proposition 3, the prediction by Eq. (11) would not be changed by arbitrary rotation of
G along the first and third indices.

Eq. (11) also have a norm-like form as the FrSCP-based model. With the same assumptions on Φ and
b, we can rewrite Eq. (11) as yFrSTR = ‖G ×2 x‖SP̄

, where ‖ · ‖SP̄
denotes the matrix Schatten

P̄ -(quasi)norm [1].

3.3 What if tensor train (TT)?

We cannot define “fractional tensor train (TT) decomposition” trivially using the aforementioned
framework because of the non-symmetric topology of the TT decomposition. Therefore, for an
order-P learning model, we assume an order-(P + 2) tensorW? ∈ TP+2(RI) with the pSTT format
as Eq. (6). We can prove that the following equation holds:
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Proposition 4 Assuming the weight in Eq. (1) to be an order-(P + 2) tensorW? ∈ TP+2(RI) with
the pSTT format as Eq. (6), the following equation holds:

ypSTT = Φ
(〈
W?,x⊗P

〉
+ b
)

= Φ

(
R∑

r=1

ar(x)σr(G ×2 x)P + b

)
. (12)

In the equation, the scalar ar(x) ≥ 0, ∀r ∈ [R] denotes a non-negative weight on each eigenvalue,
where it satisfies ar(x) =

(
u>r Ax

)2
and ur ∈ RR denotes the rth eigenvector w.r.t. σr(G ×2 x).

Proposition 4 implies that an order-(P + 2) pSTT model results in an order-P “STR-based” learning
model, of which an adaptive weighting trick is exploited on each eigenvalues, and the weights
ar(x), ∀r come from the marginal order-2 core tensor A in Eq. (6). Similarly, the fractional form of
pSTT-based model can be obtained by extending the range of P in Eq. (12) into fractional domain.
More interestingly, if we further assume the root operation on Φ and omit the bias, Eq. (12) can be
rewritten as a weighted Schatten (quasi)norms [40], which are popularly used in the convex low-rank
approximation of matrices and tensors.

3.4 A general form of FrTN in neural networks

In a nutshell, FrTN brings us three inspiring operations for DNNs compared to the linear models:
(a) multi-branch structures, (b) learnable power functions, and (c) adaptive weighting on branches.
Inspired by those operations, we generalize the FrTN-based models as a basic building block for
both fully-connected (FC) and convolutional neural networks (CNNs). Given the input feature x, the
output features yj , j ∈ [J ] are given by

yj =

R∑
r=1

Ar,x · [δ (Gr ? x) + 1]
P̄r , (13)

where the operation ? denotes the inner product in the FC layers or various convolutions in CNN, and
δ( · ) denotes the rectified linear unit (Relu) [10]. In contrast to the orignal FrTN-based models, the
power function [ · ]P̄r in Eq. (13) is element-wise, and we assign different powers P̄r’s for different
branches. Note that the rectifier δ guarantees that the gradient over the power P̄r’s do always exist,
and the additional constant bias 1 avoids extreme gradient of P̄r when the ouput of δ is close to zero.

4 Experiments and Discussions

Goal. Below, we apply the model (13) to two classic image recognition tasks, i.e., CIFAR-10 [24]
and ILSVRC-12 [34]. The goal of the experiments is to verify whether the proposed learnable order
parameters can boost the performance of DNNs in specific tasks.

Models
Cifar-10 ILSVRC-12
Res-26 Res-50 Mobile-v2

err. top 1 | 5 err. top 1 | 5 err.

Baseline 11.10 23.91 | 7.11 27.55 | 10.23
CPDP=2 10.63 25.19 | 9.07 27.41 | 9.29
CPDP=3 13.53 24.04 | 7.26 66.75 | 41.18

P̄ 11.41 23.08 | 6.67 27.73 | 9.32
P̄x 8.17 22.77 | 6.54 26.69 | 8.70

P̄ + Ax 9.50 23.05 | 6.68 26.88 | 8.97
P̄x + Ax 8.35 23.01 | 6.70 26.82 | 9.94

Maxout 10.59 23.75 | 6.98 27.68 | 9.56
`p-pooling 13.20 23.25 | 6.88 27.45 | 9.21

SE 10.71 22.90 | 6.45 28.00 | 9.68

Table 1: Classification (%) error.
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Figure 1: Histogram of P̄ in MoibleNet-v2.

Setup. We evaluate our methods by two well-known building blocks in CNNs, i.e., the bottle-neck in
ResNet [13], and its reversed variant in MobileNet [35]. In such units, we implement the model (13)
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to replace the original 1× 1 convolutional layers, which are exploited for the channel reduction. We
totally consider 4 variants of Eq. (13) in the experiments, denoted by P̄ , P̄x, P̄ +Ax and P̄x +Ax,
where P̄ and P̄x mean that only the order parameters are learned, while “+Ax” means that the
weights Ar,x in Eq. (13) is also taken into account. The subscript x in P̄x denotes that we also apply
two FC layers sub-network to adaptively learning the order parameters. For stable training of the
networks, we further clip P̄ ’s within [0.0, 6.0], and P̄x in [0.5, 1.5]. For comparison, we employ the
CP decomposition (CPD) models with fixed orders P = 2, 3.

In the ILSVRC-12 task, we implement both ResNet50 (as Res-50 in Table 1) and MobileNet-v2 ((as
Mobile-v2 in Table 1)) as baselines, while in Cifar-10 we construct a “Res-26” to represent a relatively
shallow architecture. For training, we employ the SGD with moment equaling 0.9, SGD with Nestrov
moment 0.9, and RMSProp (ε = 1.0) [14] optimizers for Res-26, Res-50 and Mobile-v2, respectively.

Results. The classification error for the two tasks is shown in Table 1. As shown in Table 1, the
variant P̄x with adaptively learnable order parameters, outperforms its counterparts. Note that the
results of CPDP=3 diverge in our experiment. We empirically find that models with higher orders
generally lead to more unstable training dynamics. We also employ several related methods including
`p-pooling [12], Maxout [11], SE [17], the connections are discussed below.

Fig. 1 shows the histogram of the order parameters P̄ in MobileNet-v2, where the brown bars in
sub-fig. (a,b) denote the initial value of P̄ . As shown in Fig. 1, the values of P̄ and P̄x spread in the
fractional domain. Note that the values of the order parameters obey a Gaussian-like distribution
in cases of P̄ and P̄ + Ax, while in P̄x and P̄x + Ax the values concentrate at the boundary
(P̄x = 0.5 and 1.5) and uniformly spread between. We infer that the adaptive method used in P̄x

more encourages the order parameters to fully spread all available range, even going beyond. On the
other hand, the P̄ by directly learning tends to concentrate around the initial values.

5 Discussion

Connection to `p-pooling [12]. As shown in Eq. (9), the SCP-based model results in the similar
architecture to `p-pooling among multiple branches and its special case “Maxout” [10] when assuming
the P̄ th root of Φ. For each output feature, the SCP-based model first applies a linear projection of G,
and then compute the P̄ -norm of the projection as the output. However, the FrSTR and pSTT-based
models generalize `P -pooling into a higher-order form. Unlike the SCP-based model, STR and pSTT
consider the matrix Schatten P̄ -norm as pooling. It implies that more structural information like
low-rankness can be obtained by matrix norm.

Connection to the “squeeze-and-excitation” operation [17]. Compared to FrSTR-based model,
the pSTT-based model (12) incorporates additional non-negative weights ar, r ∈ [R] by “squeezing”
x into scalars on each “eigenvalue-monomial” σr(G ×2 x)P . Because of its non-negativity, it implies
a gate-like operation to control the contribution of each “monomial” for specific input features. A
similar idea is applied to “squeeze-and-excitation” network (SE-Net) [17], in which each channel is
also weighted. More notably, the weights in both SE-Net and the the pSTT-based model are calculated
by a bottleneck with two “fully-connected (FC)” layers. As shown in Proposition 4, ar is calculated
by first projecting x into a R-dimensional latent space, which is generally lower-dimensional than
i due to the low-rank fact of TT decomposition. Because of such similar structures, claim that
we show a new insight for the SE operation from the tensor-algebraic perspective, i.e., a learning
unit with SE operations can be neatly modeled by the pSTT model. In this paper, we extend the
conventional tensor network (TN) decomposition into a novel framework, i.e., FrTN, by assigning
the order parameters with fractional components. The new models are defined by their polynomial
forms, and applied to tackling the order-determination issue in learning problems. Meanwhile, we
also reveal that FrTN can be used to interpret well-known methods including `p-pooling and SE-Net
in deep learning by a novel yet unified tensor perspective.
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