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Abstract

As a major machine learning paradigm, reinforcement learning has recently been
found to have enormous potential in applications across disciplines. However,
existing approaches may require exhaustive exploration to converge, e.g., an expo-
nential number of transitions. In this paper, we propose a novel quantum tensor
network approach for variational reinforcement learning. First, we derive a varia-
tional reinforcement learning framework by reformulating the Bellman equation
into the Hamiltonian equation. The task of searching for the optimal policy in the
state-action space is equivalent to finding the ground state (lowest-energy state) of a
quantum-mechanical system. Then, we propose a quantum tensor network scheme
that approximates the policy with matrix product state (MPS), alleviating the curse
of dimensionality for searching in a huge state-action space. On the Gridworld
puzzle example, we empirically show that our algorithm has better stability and
higher inference accuracy from partial observations, compared with Q-learning.

1 Introduction

Reinforcement learning (RL) is one of the most promising and fast-developing field in machine
learning. In a generic RL setting, an autonomous agent interacts with an environment, often modeled
as a Markov Decision Process (MDP), to learn an optimal set of behaviors by adjusting its behaviors
according to the environment’s response. Recently, big data and the growth of computational
resources have enabled the agent to navigate through more complex environments, helping RL
achieve remarkable successes in many tasks. RL has been proved to be of great value for a wide range
of applications, such as robotics [10], financial markets [5], operations research [6], game theory
[17], etc. One of the best-known example of RL’s success is DeepMind’s AlphaGo and AlphaZero
algorithms [22], which defeated human world-champions of Go, a notoriously difficult chess game.

However, in the development of RL, there are as many challenges as there are successes. First,
traditional methods based on dynamic programming are known to suffer from instability during
training [1, 14]. Whether the function approximation converges successfully depends heavily on the
careful choice of hyper-parameters and reward functions [8]. Second, since the computation and
storage complexities for MDP are often combinatorially large, RL faces the curse of dimensionality
problem [1]. Third, the reproducibility, reusability, and robustness in DRL are questioned by
numerous researchers [9].

In recent years, researchers have explored variational algorithms to improve RL by solving the
Hamiltonian equation with the quantum annealing method [4, 21]. It has also been shown that tensor
networks are a powerful tool for solving the ground state of quantum spins and lattice models [13].
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Tensor networks have been used to solve finite MDP problems using DMRG approach [7]. There are
also numerous works done on the application of tensor networks on supervised learning and neural
networks [12, 16].

In this paper, we propose to address the challenges of RL using a variational optimization scheme,
with the aid of tensor networks. By demonstrating that there are fundamental similarities between
MDP and quantum states, we recast MDP to an energy minimization problem. Then, exploiting tensor
networks’ ability to model many-body problems with polynomial-order parameters, we propose a
joint algorithm based on Alternating Least Squares (ALS) and Stochastic Gradient Descent (SGD)
to carry out the estimation of the reward tensor and energy minimization simultaneously, utilizing
efficient tensor network operations. We apply this algorithm to the classic task of Gridworld, and
show that our algorithm is able to stably obtain the optimal policy.

The remainder of this paper is organized as follows. Section 2 describes the background of RL and
tensor networks. In Section 3, we reformulate the Bellman equation into a Hamiltonian equation.
Section 4 describes a tensor network solution for the Hamiltonian equation. Section 5 presents
performance evaluations. Section 6 concludes the paper.

2 Background and Preliminaries

We describe the background of MDP and tensor networks.

Notations: We denote tensors by calligraphic letters, e.g., A. Let ⊗ stand for the tensor (Kronecker)
product, ×k for mode-k product (a.k.a, tensor contraction, Einstein sum), ~ for the Hadamard
(element-wise) product, and 〈· , ·〉 for inner product. We use order-N for N -way tensors, and
rank2 for the maximum number of linearly independent vectors in a tensor. Let [n] denote the set
{1, 2, · · · , n}.

2.1 Markov Decision Process and Bellman Equation

RL algorithms train the agent to interact with an environment, such that it chooses a sequence of
actions that promise the maximum expected rewards. This dynamic decision making process is
formulated as a MDP denoted by a five-tuple (S,A, P,R, γ), where S stands for the state space, A
for the action space, P for the transitional probability, R for reward function, and γ ∈ (0, 1) for a
discount factor.

The goal of the agent is to learn the optimal policy π∗ : S × A → [0, 1], which is a probability
distribution over the allowed actions at a state, so that the (discounted) expected reward is maximized.
Define the Q-value as expected reward of a state-action pair (s, a) under policy π

Q(π|s, a) = Eπ

[ ∞∑
k=0

γkRt+k+1 | st = s, at = a

]
, (1)

where Rt+k+1 denotes the direct reward of taking action at+k at state st+k.

The Bellman equation gives the optimality condition for MDP problems

Q(π|s, a) = Ras,s′ + γ
∑
a′

π(s′, a′)Q(π|s′, a′), (2)

which expresses the expected reward at s as a summation of direct reward Ra
′

s,s′ and discounted future
reward at s′. The optimal policy is given by

π∗ = arg max
π

Q(π|s, a). (3)

2.2 Tensor Networks and Matrix Product State

Tensor network is a powerful tool that enables efficient approximation of quantum and mechanical
systems. Tensor networks represent multilinear mapping using interconnected tensors. This operation,
often known as tensor contraction, closely correlates with the concept of entanglement and interaction

2In quantum physics, it is called bond dimension.
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Figure 1: Tensor networks. Figure 2: State transition diagram of MDP.

between particles in physical systems. We write the mode-(m,n) contraction between order-N tensor
A ∈ RI1×I2×···×IN and order-M tensor B ∈ RJ1×J2×···×JM as C = A×mn B, where In = Jm and
Cip 6=n,jq 6=m

=
∑In
in=1Ai1,...,iNBj1,...,jM . Note that C is an order-(M +N − 2) tensor. Therefore, it

is much more space-efficient to store A and B in a connected format than to store C directly, and
contracting them only when needed. Tensor networks have a highly intuitive graph representation
[18]. As shown by Fig. 1, the modes are represented as edges. Two nodes connected by a common
edge means the corresponding tensors are contracted in that mode. This representation allows us to
manipulate tensor networks with complex topology without diving into the mathematical formalism.

There are numerous schemes that decompose a high-order tensor into a tensor network, including
Parafac [15], Tucker [20], MPS [19], etc. In this paper, we will resort to the MPS format, as shown in
Fig. 1. The tensor cores are connected via contraction into a chain that approximates the original
high-order tensor.

3 Problem Formulation for Variational Reinforcement Learning

We reformulate the Bellman equation into a Hamiltonian equation and obtain a variational framework
for reinforcement learning.

3.1 Variational Reinforcement Learning as Hamiltonian Equation

For brevity, let πt = π(st, at). We expand the recursion in (2) and obtain

Q(π|st, at) = Ratst,st+1
+ γ

∑
at+1

Rat+1
st+1,st+2

πt+1 + γ2
∑
at+1

∑
at+2

Rat+2
st+2,st+3

πt+1πt+2 + · · · , (4)

where rewards are accumulated along a trajectory (st, at) → (st+1, at+1) → (st+2, at+2) → · · · .
This process is illustrated in Fig. 2. Since st and at are random variables, (4) has implicitly
imposed an assumption that a transition st

at−→ st+1 exists on the trajectory. Alternatively, when the
environment is deterministic, we insert an indicator function on each transition and express each term
of (4) over the domain S ×A as follows

Q(π|st, at) =

S∑
st+1

Iatst,st+1

(
Ratst,st+1

+ γ

A∑
at+1

S∑
st+2

Iat+1
st+1,st+2

(
Rat+1
st+1,st+2

πt+1+

γ2
A∑
at+1

A∑
at+2

S∑
st+3

Iat+2
st+2,st+3

(
Rat+2
st+2,st+3

πt+1πt+2 + · · ·
)))

,

(5)

where Rat+q
st+q,st+q+1 = 0 if the transition st+q

at+q−−−→ st+q+1 is not allowed, and

Iaqsq,sq+1
=

{
1, if sq

aq−→ sq+1,

0, otherwise,
(6)

where Iaqsq,sq+1 can be replaced by a probability Paqsq,sq+1 for a probabilistic transition sq
aq−→ sq+1

when the environment is stochastic.
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Distribute the summation operation in (5) to each term and obtain

Q(π|st, at) =

S∑
st+1

Iatst,st+1
Ratst,st+1

+ γ

S×A∑
µt+1

S∑
st+2

Iatst,st+1
Iat+1
st+1,st+2

Rat+1
st+1,st+2

π(µt+1) + · · ·+

γk
S×A∑
µt+1

· · ·
S×A∑
µt+k

S∑
st+k+1

(
k∏
q=0

Iat+q
st+q,st+q+1

)
Rat+k
st+k,st+k+1

π(µt+1) · · ·π(µt+k),

(7)

where µp = (sp, ap) for p = t+ 1, ..., t+ k, and the look-ahead steps K =∞ for the case of infinity
horizon MDP. In practice, we may consider a finite series by setting K to be a small number, e.g. set
K = 3, since γk decays quickly and larger K would incur larger computational cost.

In (3), one aims to find the policy that maximizes Q-values for all state-action pairs, not one particular
pair (s, a). Taking a variational approach, we define a summation of Q-values over state-action pairs
in S ×A, group similar terms in (7), and derive a compact representation
S×A∑
st,at

Q(π|st, at) = C(0) + γ

S×A∑
µt+1

C(1)
µt+1

π(µt+1) + γ2
S×A∑
µt+1

S×A∑
µt+2

C(2)
µt+1,µt+2

π(µt+1)π(µt+2) + · · ·

= C(0) +

K∑
k=1

S×A∑
µt+1,...,µt+k

C(k)
µt+1,...,µt+k

π(µt+1)π(µt+2) · · · π(µt+k), (8)

where C(k) ∈ C|S×A|k is a reward tensor, and an entry C(k)
µt+1,...,µt+k is a discounted reward at st+k,

C(k)
µt+1,...,µt+k

= γk
S×A∑
st,at

S∑
st+k+1

(
t+k∏
q=t

Iaqsq,sq+1

)
Rat+k
st+k,st+k+1

, (9)

where st
at−→ st+1 indicates a transition from state st to st+1, and the discounting is taken backward

along a trajectory (s1, a1)← (s2, a2)← · · · ← (sk, ak). Note that C(0) is a constant offset denoting
the sum of immediate rewards following all (st, at), which is not multiplied with π because it is
independent of the policy.

Note that (8) has the same form as the Hamiltonian Equation. According to (3), we derive the optimal
policy by minimizing a Hamiltonian functional of π as H(π) = −

∑
s,aQ(π|s, a),

π∗ = arg min
π

H(π), (10)

which searches for the minimal energy of the quantum system underlying H(π). This equality is
reached when the variation of H(π) with regard to π approaches zero [3],

δH(π)

δπ
=
δ
(∑

st,at
Q(π|st, at)

)
δπ

=
∑
st,at

δQ(π|st, at)
δπ

= 0. (11)

The set of reward tensors {C(k)}Kk=1 contain exponentially many parameters, but we can make
a structural assumption that the coefficient tensors are low-rank, and therefore can be accurately
estimated using smaller tensor cores. This assumption is plausible because states that are one or few
steps away from each other share a large portion of their trajectories, so that from one trajectory,
one can infer information about a family of states. Moreover, for most applications, the connectivity
between states is sparse, so many entries in the reward tensors are zeros.

3.2 Physical Interpretation

The Bellman equation corresponds to Hamiltonian equation not only in mathematical formalism, but
also in physical interpretation It is well-known that the Hamiltonian represents the total energy of a
system, i.e., the sum of its potential and kinetic energy [2]. Therefore, the Hamiltonian is often used
to find the optimal solutions for systems of motion that obey the principle of least action3.

3The principle of least action – or, more accurately, the principle of stationary action – is a variational
principle that, when applied to the action of a mechanical system, can be used to obtain the equations of motion.
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The task in finding the optimal policy for a MDP that results in the maximum rewards is analogous to
finding an optimal path in space that incurs the least energy penalty. We can interpret a particular
state-action as a particle in motion, the immediate reward following it as its momentum, and the
future expected rewards down the path as its potential energy. Therefore, the optimal policy dictates a
path that obeys the principle of least action by maximizing the (negative) sum of kinetic and potential
energies. It may also be observed that the probability constraint in the policy, i.e.,

∑
a π(s, a) =

1,∀s ∈ S corresponds to the condition of unitarity in quantum systems.

In both cases, the solution is a trajectory that best economizes resources offered by the environment.
Therefore, it is physically plausible to solve the Bellman Equation as a quantum system using a
variational approach.

4 Energy Minimization Algorithm Using Tensor Networks

We propose a novel algorithm using variational tensor networks that searches for the minimal energy
of a Hamiltonian Equation. We also analyze the cost of exploration and propose a method for efficient
exploration.

4.1 Basic Idea for Algorithm Design

Drop the constant term −C(0), and we simplify H ′(π) as follows

H ′(π) =−
K∑
k=1

S×A∑
µt+k

· · ·
S×A∑
µt+1

C(k)
µt+1,...,µt+k

π(µt+1)

 · · ·
π(µt+k)


=−

K∑
k=1

((
· · ·
(
C(k) ×1 π

)
×2 · · ·

)
×k π

)
= −

K∑
k=1

〈
C(k), (π ⊗ π ⊗ · · · ⊗ π)︸ ︷︷ ︸

k times

〉
.

(12)

Note that first-order tensors (vectors), the tensor product ⊗ is equivalent to the outer product ◦, and
π ∈ R|S×A| defined over S ×A satisfies the probability constraint.

4.2 Efficient Random Exploration

In practice, it is difficult to obtain the reward tensors {C(k)}Kk=1 from an unknown environment, which
has exponentially many parameters. We can explore the environment to obtain a set of observations
Ω ⊆ [S × A]K , and define a set of binary indicator tensors P(k)

Ω ∈ R|S×A|k , for k = 1, ...,K, to
specify the positions of observed state-action pairs. For all values of k, we construct reward tensor
C(k)

Ω on partial observations Ω and use it to obtain an estimate of the full reward tensor Ĉ(k).

We describe an exploration scheme as follows. In order to construct C(k)
Ω , the agent starts at a random

state-action pair (st+1, at+1) and explores a random trajectory of length k, for k = 1, ...,K. We
denote the number of incoming transitions to st+1 as Nt =

∑
st,at

Ist,st+1 and calculate the sum of
rewards for all possible st+2 as Rt+1 =

∑
st+2

R
at+1
st+1,st+2 . We then randomly choose a st+2 as the

next state, and repeat the same calculations until the length of the trajectory reaches k. Denote an
observed trajectory as µt+1 → µt+2 → · · · → µt+k, we use the collected information to update the
partial reward tensor C(k)

Ω as follows

C(k)
µt+1,...,µt+k

=
∑
st,at

Ist,st+1

(
γk

∑
st+k+1

Rat+k
st+k,st+k+1

)
= γkNtRt+k, (13)

where µt+k ∈ S ×A,∀k. Note that we can update a parameter in C(k)
Ω by exploring one trajectory

consisted of k steps, and each step in the trajectory costs |A| transitions.

We improve the above scheme by taking L steps in each trajectory, with L >> K. For each explored
trajectory, we use all sub-trajectories of length k in a rolling fashion to update C(k)

Ω and P(k)
Ω , for

k = 1, ...,K. After obtain the N and R values for every transition, let

C(k)
µt+p+1,...,µt+p+k

= γkNt+pRt+p+k , P(k)
µt+p+1,...,µt+p+k

= 1, (14)
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Figure 3: Contraction of two MPS.

for p = 0, ..., L − k and µt+p+k ∈ S × A,∀p, k. This modified scheme allows each explored
trajectory to be reused

∑K
k=1(L − k) times, reducing the cost of updating each entry in C(k)

Ω to∑K
k=1

L
L−k |A| = O( |A|K ).

Our proposed exploration scheme requires the environment to be deterministic, because one has to
gain knowledge about the transitional probabilities and rewards through exploration. However, it can
be extended to stochastic environment by sampling a pool of M transitions to obtain an estimate of
the transitional probability. Notice that this operation incurs computational cost, and the complexity
of exploration increases to O(M |A|K ).

4.3 Tensor Network Representation

According to (12), the Hamiltonian is now representable using tensor networks. The top part of Fig.
3 shows the approximation of reward tensor C(k)

Ω using a set of cores {C(k)
1 , C(k)

2 , ..., C(k)
k } in MPS

format. The bottom part of Fig. 3 shows how the outer product of k copies of π vectors is connected
into a symmetric tensor network with MPS structure, which is constructed by adding two dummy
dimensions (edges) of dimension 1 to the π vectors to form tensors π ∈ R1×|S×A|×1 and connecting
these tensors along their edges with dimension 1. This operation gives a cascade structure because
now each π is a tensor core, whose dangling edge represents the current policy.

Having obtained representations for the reward and policy using tensor networks, we connect the two
MPS’s on every dangling edge. This connection operation corresponds to the inner product in (12),
giving us a tensor network that calculates a scalar output for the total energy H ′(π) when contracted.
One thing to note is the order of contraction is extremely important for the efficiency of the algorithm,
and the contraction path needs to be chosen carefully.

4.4 Algorithm for Joint Tensor Completion and Energy Minimization

We use an joint ALS and SGD algorithm to perform tensor completion and energy minimization
simultaneously, as given in Alg. 1.

The algorithm first updates each core in the tensor network given in Fig. 3. We randomly initial-
ize K tensor networks in MPS format. For k = 1, ...,K, the k-th tensor network contain cores
{C(k)

1 , C(k)
2 , ..., C(k)

k } with

C(k)
1 ∈ R1×|S×A|×χ, C(k)

k ∈ Rχ×|S×A|×1, C(k)
j ∈ Rχ×|S×A|×χ, for j = 2, ..., k − 1, (15)

where χ ∈ Z+ is the internal dimension in each tensor core. We apply tensor completion algorithm
[24] to this tensor network and obtain an estimate Ĉ(k) using ALS algorithm. For the core tensor C(k)

j ,

we fix all other cores and update C(k)
j by

C(k)
j ← arg min

C(k)
j

∣∣∣∣∣∣∣∣P(k)
Ω ~

(
×1

3

)k
i=1
C(k)
i − C(k)

Ω

∣∣∣∣∣∣∣∣2
F

, (16)

where we obtain the updated C(k)
j by solving a least square problem [11].
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Algorithm 1 Variational reinforcement learning using tensor networks
1: Input: S ×A, γ, K, χ, α, and λ.
2: Output: An approximately optimal policy π ∈ R|S×A|.
3: Randomly initialize a matrix Π ∈ R|S|×|A|.
4: Perform softmax for each row, i.e., Πij = exp(Πij)

/∑
j∈[|A|] exp(Πij), i ∈ [|S|], j ∈ [|A|].

5: Vectorize Π into a vector π and add two dummy dimension of 1 to obtain π ∈ R1×|S×A|×1.
6: Explore the environment by making a random trajectory of length L by taking L|A| transitions.
7: for k = 1, ...,K do
8: for each explored step in the trajectory do
9: Update tensor C(k)

Ω ∈ R|S×A|k and binary tensor P(k)
Ω ∈ R|S×A|k via (14).

10: end
11: Randomly initialize a set of tensor cores {C(k)

1 , C(k)
2 , ..., C(k)

k } as in (15).
12: Connect k copies of π into MPS, and connect {C(k)

1 , C(k)
2 , ..., C(k)

k } into MPS, as in Fig 3.
13: end
14: while not converged do
15: for k = 1, ...,K do
16: Update C(k)

j via (16), for j = 1, ..., k.

17: Estimate Ĉ(k) ←
(
×1

3

)k
j=1
C(k)
j .

18: end
19: Compute H̄(π) via (17).
20: Update π via (18).
21: Organize π into a matrix Π ∈ R|S|×|A. Repeat Lines 4 and 5 to normalize π.
22: end
23: Return π

Then, we optimize the policy π by minimizing the energy H ′(π) of the quantum system using SGD.
To ensure that the probability constraint holds during training, we combine the energy function with
a regularization term to obtain a new energy function H̄(π) as follows

H̄(π) = −
K∑
k=1

〈
C(k), (π ⊗ π ⊗ · · · ⊗ π)︸ ︷︷ ︸

k times

〉
+ λ

|S|∑
s=1

(
1−

|A|∑
a=1

π(s, a)

)2

, (17)

where λ ∈ R+ is the regularization constant, a hyper-parameter that controls the strength of regular-
ization during training.

Compute the variation of the energy function with regard to π, δH̄(π)/δπ, and update π by SGD
optimization scheme, using variation instead of gradient as follows

π ← π − αδH̄(π)

δπ
, (18)

where α ∈ R+ is the learning rate that controls the amount of update during each iteration.

The above steps describe one iteration of the joint algorithm for tensor completion and energy
minimization, which is repeated until the error between the true tensor and the estimation is smaller
than ε1 and δH̄(π)/δπ < ε2, where ε1, ε2 ∈ R are small threshold values.

4.5 Advantages

The advantage of variational RL over traditional methods is twofold. First, the optimization process
has greater stability and faster convergence because the objective function is evaluated over the global
state-action space, rather than over a few particular state-action pairs as in dynamic programming
based algorithms. Second, the variational optimization error is bounded by γK+1H̄(π∗) as time
goes to infinity, and the convergence rate is exponential. This rate is astonishingly quick, since most
algorithms converge at linear or quadratic rates. Third, the algorithm requires only a small number of
observations for the solution of the optimal policy, allowing inexpensive exploration.
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Figure 4: Comparison of variational RL and Q-Learning on Gridworld.

5 Performance Evaluation

5.1 Experiment Settings

Consider the illustrative Gridworld problem [23], in a 5× 5 grid where each cell is a state, there are 4
possible actions, A = {←,→, ↑, ↓}. Actions that take the agent out of the grid cause the agent to
remain in the same state and receive a reward of −1; other actions have a reward of 0, except actions
taken at special states X and Y . All actions taken at X and Y result in a reward of 10 and 5 and a
subsequent move to X ′ and Y ′, respectively.

We run the variational RL algorithm and Q-learning [25] on the Gridworld problem. The tensor
operations are implemented using Google’s open source library TensorNetwork [13]. The number
of observed transitions, |Ω|, is varied to test to what extent the model’s performance is compromised
by the lack of complete knowledge about the environment, and other hyper-parameters are fixed:
γ = 0.6, K = 3, χ = 20, α = 10−4, and λ = 1.

5.2 Results

We obtain the optimal policy π∗ and minimum value for H(π∗) = −
∑
st,at

Q(π∗|st, at) for the
Gridworld problem, and compare the two methods on how well they approximate both.

As shown on the left of Fig. 4, variational RL is able to find the optimal policy after exploring only
800 transitions, whereas Q-learning requires at least 1300 transitions to converge. Also, when the
number of observation is around 100, the policy found by Q-learning falters while policy found by
our algorithm retains above 60% of correct actions.

The right side of Fig. 4 shows how much the approximated H(π) value deviates from the true
value H(π∗) during the optimization process. After 10000 epochs, variational RL is able to closely
approach the true value with 2000 explored transitions. With 500 and 1000 explored transitions, our
algorithm still outperforms Q-learning in minimizing the error. Note that for Q-learning, the number
of explored transitions equals the number of epochs, so variational RL performs better minimization
of H(π) even with only 500 transitions, over Q-learning with 10000 observations.

6 Conclusions

In this paper, we have presented a novel quantum tensor network approach for variational reinforce-
ment learning. We mathematical demonstrate the equivalence between the Bellman equation and
the Hamiltonian equation, allowing us to transform the reward maximization problem into energy
minimization of a quantum mechanical system. Then, we apply ALS tensor completion to estimate
the reward tensor using MPS, and optimize the policy using a SGD-based algorithm on tensor
networks. We also proposed an efficient exploration algorithm. Our experimental results show that
our algorithm has notable advantage in terms of training stability and data efficiency over traditional
methods.
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