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Background: Tensor Decomposition

» [ensor decomposition aims to decompose a higher-order tensor to
a set of low-dimensional factors and has powerful capability to cap-
ture the global correlations of data.

» CANDECOMP/PARAFAC (CP) decomposition:
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» They only consider the global data correlation (i.e., low-rankness) b-
ut ignore the spatial multi-scale nature.

Contributions

» We propose an enhanced low-rank tensor representation (LRTR)
under coupled transform, which provides a novel perspective to e-
xploit the implicit low-rank structure.

» We propose the CT-LRTC model by the enhanced LRTR for mult-
idimensional visual data restoration.

» Extensive real examples on color images, multispectral images, a-
nd videos illustrate the proposed method outperms many atate-of-i-
ne-art methods in qualitative and quantitative aspects.

Enhanced Low-Rank Tensor Representation Experimental Results

» The enhanced LRTR under coupled transform aims to explore suitate SR: sampling rate PSNR: peak signal-to-noise ratio
transform to decorrelate the spatial and temporal/spectral dimensions

. L ' Synthetic Data Experiments (Success Rate)
achieving a batter low-rank approximation.

TNN | CT-LRTC

® In the frist layer, we use a two-dimensional framelet transform to de-
scribe the local spatial correlation.

81()() =X X1 W1 X9 WQ,
where W, (k =1, 2) are the framelet transform matrix.

® In the second layer, we use a Fourier transform to characterize the g- . |
lobal temporal/spectral correlation. 5 15 25 35 45 55 5 15 25 35 45 55

Tensor multi-rank Tensor multi-rank
Ba(B1(X)) = X x1 Wi xo Wa X3 F,

» Multispectral Data Experiments (PSNR)
where F the a Fourier transform matrix.
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» Giving a partial observation O of the underlying tensor X, the coup-
led transform-based tensor completion (CT-LRTC) model is:

n3
arg min E
Y k=1

s.t. Pq(X) =Pq(O).
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